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Abstract—The remarkable performance of LLMs has led to
their application in a wide range of fields, with data centers
utilizing expensive accelerators such as GPUs and TPUs to
support LLM inference and training. However, these costly
accelerators face challenges with memory capacity due to
the large size of LLMs and Key-Value (KV) cache during
inference. To address memory capacity issues of accelerators
such as GPUs/TPUs, offloading-based LLM inference has been
proposed to store model weights, activations, and KV cache in
CPU memory. This approach, however, often incurs significant
performance degradation in LLM inference in terms of latency
and throughput as the offloaded data must be transferred back
and forth over the PCIe bus, which has a lower bandwidth
compared to memory.

This study explores new opportunities for leveraging
CPUs in LLM inference. Recent CPUs are equipped with
dedicated accelerators for efficient matrix computations and
have extended ISAs to support training and inference of new
AI models. They support larger memory sizes than most
GPUs, allowing for the direct computation of large models
and KV caches without offloading. Additionally, recent CPUs
are often equipped with DDR and HBM memory, which
provides options for optimizing for either memory capacity
or bandwidth. This study provides a detailed analysis of
LLM inference performance on the latest CPUs equipped
with these advanced features. Based on our experimental
results, we propose potential optimization strategies tailored
to enhance the performance of LLM inference on CPUs.

Index Terms—Large Language Model (LLM), Offloading-
based LLM Inference, LLM Inference on CPU, Intel AMX

I. Introduction

Transformer-based Large Language Models (LLMs) demon-

strate exceptional performance on a wide range of tasks

and have initiated a new era in the field of generative

AI. These advanced models are now broadly applied in

numerous areas, including text generation [5], [50], [57],

machine translation [4], etc. To meet the substantial compute

demands of LLMs, companies are introducing specialized

units in their existing processors, such as NVIDIA’s Tensor

Cores [33] in GPUs, Intel’s TMUL unit [38] in CPUs, or even

custom offload accelerators tailored for their LLMs, such as

Meta’s MTIA [13] or Google’s TPU [24]. Many modern data

centers are increasingly equipped with these accelerators to

execute LLM training and inference efficiently [17].

Despite these advancements, serving LLMs remains expen-

sive, primarily due to their high memory requirements [28],

[45], [49]. The remarkable performance of LLMs is driven

by their large model sizes, as dictated by scaling laws,

enabling them to understand complex and lengthy contexts.
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Fig. 1: General Matrix Multiplication (GEMM) throughput comparison
across CPUs and GPUs with varying matrix dimensions.

For instance, one of the most recent LLMs, such as OPT-

175B [57], requires 350GB of memory to load the weights with

the FP16 data type, or the equivalent of at least five NVIDIA

80GB H100 GPUs. Furthermore, models used in industry, such

as ChatGPT-4 [1] are known to be even larger [1], [7]. In

fact, a recent report from Google suggests that scaling the

sequence length to more than a million tokens may unlock

even more in-context learning possibilities [47].

In addition to large model sizes, a commonly used opti-

mization technique in LLM inference, KV caching, presents

significant memory challenges. KV caching enhances inference

performance by storing key and value vectors of previously

generated tokens, which avoids repetitive computations during

autoregressive generation. However, the size of the KV cache

increases linearly with both sequence length and batch size.

Recent studies have not only focused on supporting longer

sequence lengths to enable models to understand and generate

more complex outputs [12], [30], but have also explored

increasing batch sizes to efficiently handle multiple user

requests and maximize hardware utilization [28], [45], [56]. As

a result, the memory demands for KV caching are becoming

increasingly problematic. For example, OPT-66B [57] with

a sequence length of 4096 and a batch size of 32 requires

288GB of memory for KV caching. This growing memory

requirement for KV caching poses a significant challenge for

LLM inference systems.

To address the growing memory requirements of LLMs and

KV caching that exceed GPU capacity, prior studies have pro-

posed offloading-based LLM inference serving techniques [45],

[49], [58]. In offloading-based LLM inference serving sys-

tems, weights, activations, and KV caches are stored in the

larger CPU memory and loaded from it during computation.

Although offloading-based systems enable executing LLM

inference with a limited GPU memory capacity, they introduce



new performance problems. These systems need to transfer

offloaded model weights, activations, and KV caches from

CPU memory to the GPU on demand via the slow PCIe

bus during LLM inference, leading to significant performance

degradation as shown in several previous studies [37], [49].

To circumvent these issues, this study explores the new

opportunity of leveraging CPUs as compute units for LLM

inference based on the following insights. First, CPU vendors

are incorporating dedicated matrix multiplication accelerators
along with the necessary ISA support such as Intel Advanced

Matrix Extensions (AMX) [38]. Figure 1 shows the general

matrix multiplication (GEMM) throughput comparison results

across different matrix dimensions on 4th generation Intel

CPUs (Max 9468) that support Intel AMX, 3rd generation

CPUs (8352Y) that do not, and GPUs (A100 and H100). The

graph shows that although the overall throughput is still

lower compared to GPUs due to their specialized hardware

and instruction capabilities, the CPU with dedicated matrix

units (MAX 9468) has significant potential when considering

the hardware cost
1
.

Additionally, CPU memory typically offers greater capacity

than GPU memory and can be further expanded using memory

extension technologies such as CXL [34], unlike GPUs with

fixed memory sizes. Moreover, some of the latest Intel CPUs

are equipped with both DDR memory and HBM memory,

enabling CPUs to exploit larger memory capacity and higher

memory bandwidth. In order to address the memory capacity

challenges posed by large model sizes and KV caches in LLM

inference, the large memory capacity of CPUs and the high

bandwidth of HBM provides an opportunity to exploit CPUs

for LLM inference.

The contributions of this paper are as follows:

• The identification of challenges for LLM inference and

opportunities for acceleration using new CPU-based

platforms.

• The first extensive performance characterization of LLM

inference on the latest Intel CPUs.

• A comprehensive performance comparison of the latest

CPUs with state-of-the-art GPUs for LLM inference with

various LLMs and configurations.

• Discussion of potential optimizations to better support

LLM inference on CPUs based on characterization

insights across platforms.

II. Background

A. Large Language Model Architecture
Recent large language models (LLMs) [5], [36], [50], [57]

are decoder-only transformer models trained to generate subse-

quent tokens for a given input sequence in an auto-regressive

manner. As shown in Figure 2, the decoder-only transformer

model includes multiple decoder blocks, and each of these

decoder blocks comprises several components that work

1
Although calculating the exact cost for each machine is not straightfor-

ward due to the various factors affecting the overall cost, using the listing

price of each processor as a proxy shows that Intel MAX 9468 [21] is 3x

cheaper than NVIDIA H100-80GB [41]
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Fig. 2: Overview of Transformer-based LLM architecture.
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Fig. 3: Overview of the Prefill and Decode phases in LLM inference.

together to process the input data. The Multi-Head Attention
is a critical layer that captures the relationships among the

input tokens through the attention mechanism. Each head

within the multi-head attention focuses on various aspects of

the input sequence, enabling the model to better grasp the

context and dependencies between tokens. The Feed-Forward
Network (FFN) after the self-attention layer applies non-linear

transformations to refine the sequence representations. The

FFN consists of two linear transformations separated by a

non-linear activation function which helps capture complex

patterns in the data. The outputs from these subsequent

transformer layers are then projected through a linear layer

and a softmax function to generate the final token predictions.

B. LLM Inference

LLM inference typically consists of two phases: the Prefill
Phase and the Decode Phase, as shown in Figure 3. During

the prefill phase, the model processes all input prompts from

the user and produces a new token used for initial input for

the decode phase. This phase involves computing the hidden

representations for the entire input sequence simultaneously,

which is usually computationally intensive, especially for large

models and long sequences. The prefill phase typically makes

the system compute-bound due to the high volume of parallel

processing required. In contrast, the decode phase generates

one token at a time, using the previously generated token as

input for the next step. This phase continues iteratively until a

predefined sequence length is reached or an end-of-sequence

(EOS) token is produced. Despite processing only one token

per step, the decode phase demands substantial I/O operations
making it memory-bound. Importantly, the KV cache, which
has become a de-facto optimization for the decode phase

to avoid recalculating key/value vectors in every iteration,

requires a large memory space of 2B (BF16) ∗ 2 (Key/Value) ∗
nlayers ∗ dmodel ∗ nseq ∗ nbatch, where nlayers is the number of

layers, dmodel is the hidden dimension of the model, nseq
is the sequence length, nbatch is the batch size. Therefore,

efficient memory management is crucial to handle these KV

caches and the LLM weights. Understanding these phases and

their computational demands is essential for optimizing LLM

inference performance.
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C. LLM Inference Key Metrics

There are various metrics used to compare the LLM

inference performance [28], [49], [58] such as the time to

first token (TTFT), the time per output token (TPOT), end-

to-end (E2E) latency, and system throughput in terms of the

number of generated tokens per second. The importance of

each metric varies depending on the use case. For a real-

time chatbot service, TTFT is crucial, as users expect quick

responses for a seamless experience. In real-time translation

service used in live media broadcasts, a slight delay at the

start might be acceptable, but TPOT must be low to keep up

with the natural pace of speech. If one is conducting research

that requires batch processing of text data for sentiment

analysis, the priority is to complete the entire job as quickly

as possible, meaning higher system throughput is preferred

over faster processing of individual texts. Therefore, in this

work, instead of focusing on a specific metric, we characterize

various workloads and evaluate different HWs using these

three metrics as further explained in Section IV-A.

D. Matrix Multiplication Accelerators on CPUs

To improve the performance of machine learning ap-

plications on CPUs, hardware vendors have incorporated

dedicated accelerators into their processors and introduced

instruction set architecture to support it. Examples include

Intel Advanced Matrix Extensions (AMX) [38], IBM Power

CPU Matrix Multiply Assist (MMA) [10], and ARM Matrix

Extension (ME) [18]. These extensions are designed to enable

efficient matrix multiplication, one of the key operations in

machine learning. In this paper, we conduct performance

characterization of LLM inference on the latest Intel CPUs.

Intel AMX is supported by Intel Xeon processors based on the

Sapphire Rapids (SPR) architecture [38] and introduces two

main components: Tile and Tile Matrix Multiply Unit (TMUL).

As shown in Figure 4, Tile is defined as a 2-dimensional

register with a size of 1KB, consisting of 16 rows of size of

64 bytes. Therefore, each tile can store 32 elements for the

16-bit brain floating point (BF16) data type and 64 elements

for the 8-bit integer (INT8) data type. TMUL is a hardware

unit that accelerates matrix-multiply computation on tiles and

supports both BF16 and INT8 data types [22], [23], [38].

E. NUMA Architecture

Non-Uniform Memory Access (NUMA) architecture is a

design widely used in modern data centers to improve

performance and scalability by denoting lower-bandwidth

remote memory regions across sockets. In recent Intel CPUs,

NUMA accesses can refer either to inter-socket memory

accesses that use Intel’s UPI (Ultra Path Interconnect) or

a remote domain within a socket (usually denoting levels

of cache sharing). Intel’s Sapphire Rapids Max Series CPUs

support multiple NUMA options via different memory and

clustering modes as described in Figure 5.

HBM can operate in three different memory modes: (1)

HBM-only, (2) Flat, and (3) Cache, each with distinct benefits.

HBM-only mode offers maximum bandwidth and lowest latency

for workloads that fit within the HBM capacity, but is limited

by the HBM size. Flat mode combines HBM and DDR as

separate NUMA nodes, providing greater memory capacity

and flexibility but requiring software to manage memory

allocation. Cache mode uses HBM as a cache for DDR,

simplifying implementation without software changes but

may lead to sub-optimal performance.

These SPR CPUs also support two different clustering

modes: (1) Quadrant (quad) and (2) Sub-NUMA Clustering-4
(snc). Quadrant mode presents a single address space (NUMA

node) to software, requiring no NUMA awareness, and is

ideal for applications sharing large data structures across all

cores. Sub-NUMA Clustering-4 mode, the default, divides each

CPU into four sub-NUMA clusters, seen as separate NUMA

nodes but offers higher bandwidth and lower latency. Used

together, these memory and clustering modes can provide

flexible options to optimize performance for various high-

demand computational tasks, including LLM inference.

III. Challenges and Opportunities in LLM

Despite LLM’s excellent performance across various do-

mains, serving LLMs for inference presents significant chal-

lenges, primarily due to the memory required to store the

models and the memory consumption to store KV cache.

High memory requirement in LLM inference: Figure 6

illustrates the memory footprint required to store the OPT [57]

and LLaMA [50] models based on their scale. As shown in

Figure 6, models with a large number of parameters, such as

LLaMA2-70B, have a substantial memory footprint for storing

model weights. Even the latest GPUs such as NVIDIA A100
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model using the FP16 data type.

with 40GB or NVIDIA H100 with 80GB memory cannot fit

these models into a single GPU. For example, loading the

LLaMA2-70B model onto GPUs requires at least two H100

GPUs. Practical industry LLMs such as GPT-3 175B [5] require

over 320GB to solely store the parameters, necessitating at

least five H100 GPUs.
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Recent LLM inference serving systems exploit KV caching

to reduce computation during the decode phase. While KV

caching can make the output token generation faster, the

memory consumption by the KV cache becomes significant

when using larger batch sizes for throughput or generating

longer sequences. Figure 7 shows the memory footprint

required to store the KV cache for LLaMA2-13B with different

sequence lengths and batch sizes. The figure illustrates that

the memory capacity for the KV cache increases linearly

with both the sequence lengths and batch sizes, eventually

surpassing the model size when using large batch sizes and

sequence lengths. Recent inference serving systems including

TorchServe [8] and NVIDIA Triton Server [52] support

batched LLM inference to efficiently utilize hardware resources

and handle multiple user requests. Additionally, various prior

studies have been proposed to support longer contexts in the

latest LLMs and recent chatbot services; for instance, ChatGPT-

4.0 [1], and Gemini [47], now support longer sequence lengths,

such as 32K length. Hence, the memory required for the KV

cache often exceeds the model size, imposing a significant

burden on GPU or other accelerator memory.

Offloading-based LLM inference systems: To support

LLM inference when model sizes and KV caches exceed a

single GPU’s memory capacity, recent frameworks such as

FlexGen [49] and DeepSpeed [45] provide offloading-based

inference, storing model weights, activations, and KV caches

in CPU memory. However, these systems face performance

degradation since model weights, activations, and KV caches

stored on CPU must be transferred via slow PCIe interconnect

during computation.

Opportunities of CPUs for LLM inference: As explained

in Section II-D, the latest CPUs can provide advanced

accelerators that create new opportunities to leverage CPUs

for LLM inference serving. The latest CPUs include dedicated

matrix multiplication accelerators, similar to NVIDIA’s Tensor

core [33], as well as fast access to large DDR5 DRAM

memory capacities and High Bandwidth Memory (HBM) on

recent Sapphire Rapids CPUs [38], [46]. DRAM capacity on

these platforms can also be further expanded using recent

technologies such as CXL [34], and CCIX [26]. Therefore, in

scenarios where larger models such as LLaMA2-70B shown

in Figure 6 or extensive KV cache sizes exceed the memory

capacity of a single GPU as shown in Figure 7, the large

memory capacity of the CPU offers an opportunity to utilize

CPUs for LLM inference.

IV. Characterizing LLM Inference on CPUs

A. Characterization Methodology

CPU 1 (ICL CPU) CPU 2 (SPR CPU)

Generation IceLake (ICL) Sapphire Rapids (SPR)

CPU Xeon 3rd 8352Y Xeon 4th Max 9468

Core Frequency 2.20 GHz 2.10 GHz

Compute Throughput (BF16) 18.0 TFLOPS (AVX-512) 25.6 (AVX-512) / 206.4 (AMX) TFLOPS

# of cores (per socket) / sockets 32 / 2 48 / 2

L1D / L2 Cache (per core) 48 KB / 1.25 MB 48 KB / 2 MB

L3 Cache 48 MB 105 MB

CPU Memory DDR4 256 GB DDR5 512 GB, HBM 128 GB

Memory Bandwidth2 156.2 GB/s DDR5 233.8 GB/s, HBM 588 GB/s

TABLE I: Evaluation Setup for CPU Servers.

Experimental setup: In this section, we conducted our

experiments using two different CPUs, an Intel 3rd generation

and a 4th generation CPU, to analyze the performance of

common LLMs with recent advanced CPU features, including

Intel AMX. The detailed CPU server configurations are shown

in Table I. To measure the throughput and latency of LLM

inference on CPUs, we use Intel Extension for Pytorch

v2.3 [19] that provides optimizations for Intel CPUs.

Models: We use recent open-sourced representative LLM

families, OPT [57] and LLaMA-2 [50] with different model

sizes. We evaluate OPT models with 1.3B, 6.7B, 13B, 30B,

and 66B parameters and LLaMA-2 models with 7B, 13B, and

70B parameters. For all our experiments, we set an input

sequence length of 128 and an output sequence length of 32

with varying batch sizes, ranging from 1 to 32. In Section V,

we also explore the impact of longer input sequence lengths.

Metrics: To measure the latency and throughput of LLM

inference, we employed various metrics widely used in

previous studies [28], [49], [58] as different metrics are

prioritized based on the use cases as mentioned in Section

2
Measured on a single socket using the STREAM benchmark [35].
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Fig. 8: Latency and throughput comparison
of Intel ICL and SPR CPUs in LLM inference.
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Fig. 9: Latency comparison of Intel ICL and
SPR CPUs for prefill and decode phases.
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Fig. 10: Throughput comparison of Intel ICL
and SPR CPUs for prefill and decode phases.
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Fig. 12: Comparison of various hardware performance counters,
including LLC misses per kilo instruction (MPKI), for OPT-66B model
inference on SPR CPU with different batch sizes. The number of
load/store instructions is normalized to that of batch size 1.

II-C. We use three metrics to measure LLM inference latency:

(1) end-to-end latency (E2E latency), which is the total time

taken to generate the entire output sequence. (2) the time to

first token (TTFT), which indicates the time to generate the

first token during the prefill phase, and (3) the time per output

token (TPOT), which is the average time taken to generate

subsequent tokens during the decode phase. To measure the

overall LLM inference throughput, we use tokens generated

per second, defined as the total number of generated tokens

divided by the end-to-end latency. Similarly, the throughput

for both the prefill phase and the decode phase is also

measured in terms of tokens generated per second. We also

report hardware performance counters, such as cache miss

rates and UPI utilization, using Linux perf [11] and Intel

VTune profiler [20] to better understand the results.

B. Performance of LLM Inference on CPUs

To understand the performance of LLM inference on CPUs,

we first perform empirical studies using two different CPU

servers and analyze the performance impact of recently

introduced features in recent Intel Sapphire Rapids CPUs

such as AMX.

Performance comparison between Xeon IceLake And
Sapphire Rapids CPUs: In this experiment, the Xeon 3rd

generation ICL 8352Y CPU (referred to as ICL CPU ) was

configured with 32 cores, while the Xeon 4th generation SPR

Max 9468 CPU (referred to as SPR CPU ) was configured with

48 cores. The SPR CPU was set to Quadrant, Flat memory

mode to achieve optimal performance in this context. Figure 8

shows the end-to-end latency and throughput comparison

results for LLM inference on the ICL and SPR CPUs with

varying batch sizes from 1 to 32. Each bar is normalized to
the results of the ICL CPU. As seen in Figure 8, the SPR CPU

consistently shows reduced latency and improved throughput

compared to the ICL CPU across all LLMs and batch sizes.

On average, the SPR CPU achieves an end-to-end latency

reduction in the range of 68.4% to 84.1% compared to the ICL

CPU. Additionally, the token generation throughput of the

SPR CPU is improved by 3.2 to 6.3×. These normalized results

highlight the performance benefits gained from the use of

both the matrix multiplication accelerator and high-bandwidth

memory on the SPR Max CPU.

Figures 9 and Figure 10 show the comparison of latency

and throughput during the prefill and decode phases of LLM

inference on the ICL and SPR CPUs, respectively. As shown

in Figure 9, TTFT during the prefill phase decreased by

an average of 84.1% to 89%. In the decode phase, TPOT is

reduced from 62.3% to 81.7% on average. The SPR CPU shows

throughput improvement ranging from 6.3 to 9.1× in the

prefill phase and an increase in the range of 2.7 to 5.5× in

the decode phase compared to the ICL CPU. The significant

reduction in latency and improvement in throughput during

the prefill phase is due to AMX support on the SPR Max

CPU, while the throughput improvement in the memory-

bound decode phase is made possible by the higher memory

bandwidth provided by HBM.

Figure 11 and Figure 12 compare various hardware per-

formance counters during the inference of LLaMA2-13B and

OPT-66B models as the batch size increases. With larger



batch sizes, both models exhibit a decrease in LLC MPKI and

an increase in core utilization, indicating a shift towards a

more compute-bound execution. This trend highlights the

significant performance gap between ICL and SPR CPUs at

larger batch sizes, driven by Intel AMX support and the high

memory bandwidth of HBM.

When using a batch size of 32, end-to-end latency is reduced

by 84.1%, and throughput increases by 6.3× compared to the

ICL CPU.

Key Finding#1: With AMX support, larger cores and cache,

and HBM integration, the SPR Max CPU significantly reduces

latency and increases throughput for BF16 LLM inference

compared to the ICL CPU.

Performance impact of SPR CPU server configurations:
As discussed in Section II-E, when using the SPR CPU series

servers, different settings can be configured for memory and

clustering modes, which could change the performance a lot.

Since we employ DDR5 memory in our server setup, excluding

the HBM-only mode, there are four possible combinations of

memory and cluster modes: (1) quad_cache, (2) quad_flat, (3)
snc_cache, and (4) snc_flat.

To evaluate the impact of these different server configura-

tions on LLM inference latency and throughput, we conducted

experiments using each configuration. We utilized a single

socket with 48 cores to avoid performance degradation due

to inter-socket communication. Linux numactl [25] was used
to appropriately bind the memory nodes and cores of the

NUMA node. In flat mode, memory allocation prioritized

HBM memory, with DDR memory being used only when

the allocation exceeded 64GB, as each socket has 64GB of

HBM. For snc mode, each of the four NUMA nodes within

the socket was bound to 12 physical cores.

Figure 13 presents the comparison of various LLM inference

metrics, averaged across all workloads and batch sizes,

normalized to the quad_cache configuration. As shown in

Figure 13, overall, quad clustering mode showed better latency

and throughput compared to snc mode. Although snc mode

theoretically provides better performance by localizing data

within each NUMA domain, our results suggest that when data

allocation is not properly managed, performance can degrade

due to inefficient memory access and increased inter-core

communication. This indicates potential for further software

optimization to fully exploit snc mode.

Additionally, explicitly leveraging the HBM (flat mode)

resulted in better performance. This improvement can be

attributed to the decode phase being more memory-bound

compared to the prefill phase, making the utilization of higher

memory bandwidth crucial for enhancing performance. In this

context, effectively utilizing HBM’s memory bandwidth can

significantly contribute to improved performance. Figure 15

shows the results of various hardware performance counters

when running LLaMA2-13B LLM inference with a batch size

of 8 across different server configurations. LLaMA2-13B is

selected for this analysis as it effectively demonstrates the per-

formance trends observed across different configurations. The

figure shows snc mode suffered from performance degradation

due to frequent remote cache accesses to other NUMA nodes.

In terms of memory mode, flat mode slightly outperformed

cache mode by leveraging HBM’s higher bandwidth more

effectively.

In conclusion, considering all the metrics, we found that the

quad_flat mode configuration delivered the best performance.

Key Finding#2: Proper memory and clustering configurations

are essential for optimizing performance. The Flat memory

mode with Quadrant clustering offers the best latency and

throughput for LLM inference.

Performance impact of the number of cores: Figure 14

shows the comparison results in terms of various metrics for

LLM inference when varying the number of cores. Each metric

result is averaged across all evaluated LLMs and different batch

sizes from 1 to 32, normalized to the results using 12 cores.

As shown in Figure 14, using a larger number of cores does

not consistently demonstrate the best results for all metrics.

For instance, the end-to-end latency was lowest with 48 cores,

achieving a 59.8% reduction compared to using 12 cores. 1.8×
improvement over 12 cores. When analyzing each phase of

LLM inference, i.e. the prefill and decode phases, we observe

the following: In the prefill phase, using 48 cores reduced

latency by 65.9% compared to using 12 cores, showing the best

performance. In the decode phase, using 48 cores achieved a

54.6% reduction in latency, which was the best result. For the

overall throughput considering both the prefill and decode

phases, using 48 cores improved performance by 2.2× and

1.7×, respectively, compared to using 12 cores.

Figure 16 shows the comparison of various metrics such

as physical core utilization, UPI utilization, etc. with varying

numbers of cores during LLaMA2-7B model inference. Overall,

increasing the number of cores resulted in better performance

in terms of latency and throughput compared to using fewer

cores. However, as shown in Figure 16, using 96 cores

led to poor performance due to the need for inter-socket

communication via Intel UPI, negatively impacting both

latency and throughput. In summary, we found that using 48

cores is the best configuration when considering all latency

and throughput-related metrics, resulting in a 59.8% reduction

in latency and a 1.8× improvement in overall throughput

compared to using 12 cores.

Considering the performance impact of the SPR CPU NUMA

configurations and the number of CPU cores, we use the

quad_flat configuration with 48 cores for the Intel SPR CPU

results in the subsequent sections.

Key Finding#3: Using 48 SPR cores with HBM maximizes

core utilization and minimizes inter-socket communication,

resulting in the best performance across models.

V. Performance Comparison with GPUs

In this section, we compare the performance result of CPUs

with that of GPUs for various LLMs.
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Fig. 15: Comparison of LLC misses per kilo instruction (MPKI), core
utilization, and the number of remote LLC accesses for LLaMA2-13B
model with batch size 8 with different server configurations.
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A. Evaluation Methodology

Experimental setup: To compare the LLM inference perfor-

mance on CPUs and GPUs with various compute capabilities

and memory sizes, we use two distinct server-class GPUs: the

NVIDIA A100 GPU with 40GB memory and the NVIDIA H100

GPU with 80GB memory. Table II shows the detailed GPU

server configurations. To measure the performance of LLM

inference on GPUs, we employ FlexGen [49], a state-of-the-art

offloading-based LLM inference engine designed to achieve

high throughput even with limited GPU memory. FlexGen

enables GPU to offload model weights, activations, and KV

cache to CPU memory. In these experiments, we set the input

sequence length to 128 and the output sequence length to 32.

B. End-to-End Performance

Figure 17 illustrates the end-to-end latency and token

generation throughput comparison of LLM inference with

3
TFLOPS values are for dense operations without sparsity.

4
Measured using the STREAM benchmark [35].

GPU 1 GPU 2

GPU NVIDIA A100 NVIDIA H100

Number of SMs 108 132

Compute Throughput (BF16)3 312 TFLOPS 989 TFLOPS

L1 / L2 Cache 192 KB / 40 MB 256 KB / 50MB

GPU Memory 40 GB 80 GB

Memory Bandwidth4
1299.9 GB/s 1754.4 GB/s

CPU-GPU Interconnect PCIe 4.0, 64 GB/s PCIe 5.0, 128 GB/s

TABLE II: Evaluation Setup for GPU Servers.

a batch size of 1 on both CPUs and GPUs for OPT, and

LLaMA-2 models. Each result is normalized to the result of

the SPR Max CPU. As shown in the Figure 17, for smaller

models that fit into GPU memory such as OPT-1.3B, OPT-6.7B,

LLaMA2-7B, OPT-13B, LLaMA2-13B, GPUs outperform the

SPR Max CPU in terms of both latency and throughput. For

example, with the A100 GPU, the OPT-13B model showed a

reduction in end-to-end latency by 65.5% compared to the

CPU, while the H100 GPU showed a reduction of 72.8% for

the OPT-13B model. In terms of throughput, the A100 GPU

demonstrated an improvement of 2.9×, and the H100 GPU

showed an improvement of 3.7× over the CPU.

However, for models that exceed GPU memory, such as

OPT-30B (in the case of the A100), OPT-66B, and LLaMA2-70B,

the CPU outperforms GPUs in both latency and throughput.

For instance, while the H100 GPU could accommodate the

entire OPT-30B model and perform better than the CPU, the

A100 GPU needs to offload model weights and activations on

CPU memory, which must then be loaded on demand over

the PCIe bus. In this scenario, the CPU reduced latency by

92.1% and improved throughput by 12.7× compared to the

A100 GPU. Furthermore, compared to the H100 for OPT-66B,

the SPR CPU showed an 80.1% reduction in latency and 5×
improvement in throughput.

To analyze how much time GPUs spend on data loading

over the PCIe bus when using offloading-based LLM inference

methods, we break down the execution time for large models.

Figure 18 (a) shows the execution time breakdown for the

A100 GPU running the OPT-30B model, and Figure 18 (b)
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Fig. 17: LLM end-to-end inference and throughput comparison of Max9468 CPU and GPUs (A100 and H100) for batch size=1. Each result is
normalized to SPR Max 9468 CPU.
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Fig. 18: GPU execution time breakdown during LLM inference for
larger models (OPT-30B and OPT-66B) on A100 and H100 GPUs.

presents the same breakdown for the H100 GPU running the

OPT-66B model, both using offloading-based LLM inference

with batch sizes ranging from 1 to 32. As shown in Figure 18,

the A100 GPU spends between 67% and 95% of its total

execution time on data loading over the PCIe bus, while the

H100 GPU spends between 59% and 92% of its execution time

on data loading when running the OPT-66B model. However,

FlexGen’s zig-zag block scheduling technique [49], which

overlaps data transfer with computation, reduces the time

spent on data loading via the PCIe bus as the batch size

increases. Consequently, for smaller models that do not require

offloading, the high compute throughput of GPUs leads to

a wider performance gap between the CPU and GPU, as

illustrated in Figure 19. In contrast, for larger models that

require offloading, although the CPU still outperforms the

GPU, the performance gap narrows due to the efficiency of

the scheduling technique.

We also note that new Grace-Hopper Superchip would see

lower overheads for offloading from DRAM to the integrated

H100 due to its higher NVLink bandwidth (900 GB/s versus

PCIe 5.0’s 128 GB/s), albeit at a cost of ∼4x of the SPR CPU

and DDR5 [40].

Key Finding#4: Overall, GPUs outperform CPUs in LLM

inference, but AMX-enabled CPUs can achieve lower latency

and higher throughput for larger models requiring offloading.

C. Sensitivity to Sequence Length

Figure 20 shows the comparison of LLM inference latency

and throughput between CPUs and GPUs across varying

sequence lengths. The x-axis represents the number of input

tokens. In all experiments, we set the number of output tokens

to 32 and increased the input prompt sizes from 128 to 1024.

As the number of input tokens increases, GPU latency and

throughput remain stable, while the SPR Max 9468 CPU shows

more variability. This is due to the CPU’s lower compute

throughput and memory bandwidth, resulting in less favorable

performance scalability. Interestingly, for larger models such

as LLaMA2-70B, the CPU outperforms the GPU in both latency

and throughput across all sequence lengths. This is primarily

due to the significant time spent on data loading via the PCIe

bus when the batch size is set to 1, as shown in Figure 18.

Similarly, Figure 21 compares the performance of CPUs

and GPUs at different sequence lengths with a batch size of

16. As the batch size increases to 16, the performance gap

between CPUs and GPUs widens, particularly for smaller

models. For larger models such as LLaMA2-70B, we observed

that at sequence lengths of 256 or more, the H100 GPU—

even when using offloading-based LLM inference—achieves

lower latency compared to the CPU. This is because, at these

longer sequence lengths, the CPU’s LLM inference throughput

continues to decline, resulting in lower performance than

the H100. However, in the case of the A100 GPU, the

CPU outperforms the GPU across all sequence lengths.

This demonstrates that lower PCIe bandwidth significantly

degrades the performance of offloading-based LLM serving

systems.

Key Finding#5: For larger batch sizes, GPUs outperform CPUs

in small models. Even in larger models that require offloading,

CPUs may underperform at longer sequence lengths due to

lower compute throughput.

VI. Potential Optimizations for LLM Inference on CPUs

NUMA-aware designs: In Section IV, we compared LLM

inference performance on SPR CPU with various NUMA

configurations based on memory and clustering modes. Our

results indicate that exposing a single NUMA node per socket

and using HBM explicitly showed the best performance. For

large models, even with both DDR and HBM memory on
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Fig. 19: LLM inference and throughput comparison of Max9468 CPU and GPUs (A100 and H100) for batch size=16. Each result is normalized
to SPR Max 9468 CPU.
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Fig. 20: LLM inference and throughput comparison of Max9468 CPU and GPUs (A100 and H100) for batch size=1.

a single socket, memory capacity can become insufficient,

necessitating the use of memory from other sockets.

Recent studies [27], [32], [54] found that not all activations

in LLMs are equally important; certain activations are more

critical. Leveraging this insight can significantly aid NUMA

node data placement. By placing the important activations

(hot data) in HBM and local DDR memory and storing less

critical activations (cold data) in remote DDR memory in other

sockets, a NUMA-aware data placement can enhance LLM

inference performance on CPUs while reducing the negative

impacts of remote memory accesses.

CPU-GPU Hybrid Execution: Our performance comparison

results with GPUs in Section V demonstrated that SPR

Max CPU can outperform GPUs for models larger than the

GPU memory size, particularly when the batch size and

sequence length are not too large. FlexGen [49] typically

underutilizes CPU computation resources, using them only

for attention score calculations. However, our evaluation

suggests that exploiting CPU computation resources can

benefit large models that would require large amounts of

PCIe data transfer. Therefore, exploiting the CPU for layer

computations in such scenarios with small batch sizes or

designing a cooperative execution model that partitions layers

between the CPU and GPU can significantly improve LLM

inference latency and throughput. For smaller models, while

CPU performance may not surpass that of the GPU, leveraging

CPU computation resources can enhance overall hardware

utilization in data centers where GPU resources are fully

occupied. This approach can also reduce time-to-first-token

(TTFT), thereby improving user experience.

VII. Related Work

A. Performance Characterization of Deep Learning Workloads

Many recent research works have tried to characterize deep

learning workloads [17], [29], [43], [44], [51]. A significant

portion of the research is focused on GPUs, with several

studies concentrating on training [17], [44], [51] and others

extending the scope to inference while still emphasizing

GPUs [29], [43]. There have also been efforts to understand

deep learning inference on CPUs. DLsim [6] proposed a

simulation infrastructure for deep learning workloads. Recent

work [42] performed large-scale workload characterization on

Facebook cloud for both CPUs and GPUs, but its workloads are

limited to recommendation, computer vision, and GRU/LSTMs

based models which have different characteristics compared

to the transformer-based LLMs. This work aims to better

understand LLM inference on CPUs equipped with specialized
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Fig. 21: LLM inference and throughput comparison of Max9468 CPU and GPUs (A100 and H100) for batch size=16.

hardware accelerators and instructions for efficient matrix

multiplications.

B. Deep Learning Acceleration on CPUs

There have been previous studies to optimize the perfor-

mance of deep learning workloads on CPUs [14]–[16], [31],

[48]. NeoCPU [31] proposes convolutional neural network

(CNN) inference acceleration techniques tailored for CPUs

using graph-level joint optimizations. Graphite [15] proposes

software-hardware co-design to optimize graph neural net-

work (GNN) training and inference on CPUs. To support the

key operations in deep learning such as matrix multiplication,

and convolution, LIBXSMM [14], [16] proposes Just-In-Time

(JIT) compilation-based kernels optimized for Intel Xeon

processors while RASA [23] and VEGETA [22] introduce

dense and sparse matrix multiplication support through matrix

engines. Recent work [48] proposes weight-only quantization

with negligible accuracy loss and provides optimized kernels

for the latest CPUs to enable efficient LLM inference on CPUs.

C. LLM Inference Optimizations

Efficient LLM Inference Batching: To improve the resource

utilization during LLM inference, recent serving systems

have devised various batching mechanisms [2], [28], [39],

[56]. FasterTransformer [39] processes a batch of requests

concurrently for better resource utilization. Orca [56] intro-

duced iteration-level scheduling which allows the scheduler

to dynamically create batches for better utilization. vLLM [28]

introduces paged attention that allows the system to batch

more sequences together. Sarathi-Serve [2] builds on chunked-

prefill in Sarathi [3] that enables dynamically batching without

stalling ongoing decode phase.

Offloading-based LLM Inference: Recent LLM serving

systems use offloading-based LLM inference serving to enable

resource-constrained GPUs to serve larger models exceeding

GPU memory size [45], [49], [53]. By storing model parameters

and activations in CPU memory, those systems can reduce the

peak GPU memory usage during LLM inference. Although

offloading methods provide an opportunity to support larger

models, it incurs high performance overhead due to the

frequent data transfer via PCIe bus as also shown in this

work. To reduce the performance overhead in offloading-based

LLM inference, FlexGen [49] proposes a zig-zag scheduling

mechanism to increase the system throughput and minimize

total execution time given resource constraints.

VIII. Conclusion

In this work, we provide a comprehensive characteriza-

tion of LLM inference on the latest CPUs equipped with

matrix multiplication accelerators and HBM. We demonstrate

the potential computational capabilities of the latest Intel

CPUs featuring AMX and HBM. Our findings highlight the

importance of various NUMA server configurations and the

appropriate number of cores for optimizing LLM inference

performance. Furthermore, by comparing the latest CPU with

server-class GPUs, we discover that CPU can outperform

GPUs when using larger models exceeding GPU memory

with all batch sizes when the sequence length is small. Based

on these extensive experimental results, we provide insights

and discuss potential optimizations for efficient CPU-based

LLM inference. We believe our work opens new opportunities

for exploiting CPUs as computation units for LLM inference,

rather than merely as offloading devices.
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